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EDITORIAL

BY. TOM WILLIAMS, EDITOR-IN-CHIEF

Security: Put What Efforts 
We Can toward the 
Problems that Count

For those of you who are regular 
readers of this space, you may be 
aware that when it comes to questions 
of security, I am at best skeptical. And 
you don’t want to hear me when I’m at 
less than best. One primary reason is 
that as a matter of just plain fact, there 
is no such thing as absolute security. It 
is always relative to the skill, patience 
and motivation of the attacker. That 
said, there are certainly levels of secu-
rity that can be attained at a certain 
level of price and effort. While these 
do have value, there should be no 
illusion that they will always protect 
the precious data jewels they were 
designed to guard.

One example is the recent intro-
duction of Apple’s iOS8 operating 
systems, which now supposedly puts 
all the user data that is on the device 
behind and “unbreakable” pass code. 
What that really seems to mean is 
that Apple has designed the system 
so that there is no way for even Apple 
to bypass the passcode (oh heck, let’s 
just call it what it is—the password) to 
get at the user data. So the password 
protects access to the device. Well, 
that’s pretty much the same as before. 
The difference is that Apple itself is 
technically prevented from bypassing 
that password on orders of a search 
warrant because it has been made 
technically impossible. Impossible, 
that is, without the password.

Remember, still, we are talking 
about a given device running iOS8. 
If you have put all your email, photos 
and plans for attacking government 
installations up on iCloud, howev-
er, they are every bit as accessible 
as before and Apple would have to 

comply with warrants and subpoe-
nas as before. The upshot is that 
the normal user is pretty much as 
protected against the nongovernmen-
tal hacker as before. I can’t remember 
the last Chinese intelligence officer 
who showed up at Apple’s door with a 
search warrant.

What users of iOS8 are really 
protected against is Apple itself and 
Apple is well motivated to stress that 
point, however subtly because as far 
as we know, Apple has never scooped 
up user data to sell or use for target-
ing advertising. In contrast to their 
arch-rival, Google. So in some sense, 
the whole hoopla about privacy seems 
to be aimed at making Apple the good 
guys and taking a swipe at Google. 
This new protection is really not going 
to significantly affect many people. If 
somehow you can get the password, 
you can still get in.

This, of course, has not stopped the 
orgy of hoopla that broke out on the 
mass media about “game changers” 
and “concern in the intelligence com-
munity.” All the while that same mass 
media is bringing almost daily reports 
about huge data breaches in places 
like Target, Home Depot, Goodwill 
and more and about a massive credit 
card hack by Russia. The ones that 
don’t make it into the mainstream 
media are really the scariest—rogue 
cell phone towers, attacks on power 
grid infrastructure and more. The 
never-ending battle needs to be 
fought where it really counts.

When we give up the idea of abso-
lute security or of universal security, 
we can focus on robust targeted 
security. This is especially needed in 

the era of the Internet of Things and 
despite many concerns that may be 
expressed, there are truly enormous 
efforts and advances taking place. Se-
curity is not free and robust security 
requires both money and effort. The 
problem with securing the IoT is that 
there are so many different devices 
and levels of concentration that a uni-
form approach to security is well-nigh 
impossible. 

Small devices with sensors, large 
machines with sensors, actuators 
and other sources of data feed into 
aggregation points and gateways that 
eventually lead up to the Cloud but 
through different paths and different 
levels of complexity. Selecting exactly 
where and how to apply the best secu-
rity effort is difficult at best.

In addition, we are still searching 
for the best methods and technolo-
gies for implementing IoT security 
at different levels and at costs that 
are comfortable for those levels. 
There is certainly no lack of hardware 
and software products and services 
claiming to do just that, but there is 
insufficient experience to really be 
able to tell what will work best. As 
we can see from recent events, the 
experience we are getting is coming 
at quite a cost. And we have to realize 
that security is not a problem that can 
be solved; it is a problem that must 
be managed. It is a constant struggle 
that will only improve as we apply 
new methods from new information 
and learn to minimize the losses while 
enhancing the benefits. And in many 
cases, it won’t be pretty.
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INDUSTRY INSIDER

Researchers Pioneer Spray-On 
Solar Cells; Propose Diverting Lead 
Waste for Low-Cost Photovoltaics

In a discovery that could help cut the cost of solar electricity, a team of scientists at the 
University of Sheffield has fabricated perovskite solar cells using a spray-painting process. The 
researchers had used the spray-painting method previously to produce solar cells using organic 
semiconductors—but using perovskite is a major step forward, they asserted.

Efficient organometal halide perovskite-based photovoltaics were first demonstrated in 2012 
and are now a promising new material for solar cells as they combine high efficiency with low 
materials costs. This class of material offers the potential to combine the high performance of 
mature solar cell technologies with the low embedded energy costs of production of organic 
photovoltaics, the researchers explained.

In a complementary development, a system proposed by MIT researchers recycles materials 
from discarded car batteries, which are a potential source of lead pollution, into new, long-lasting 
solar panels that provide emissions-free power by using lead to produce perovskite—specifically, 
organolead halide perovskite—a technology that has rapidly progressed from initial experiments 
to a point where its efficiency is nearly competitive with that of other types of solar cells.

Initial descriptions of the perovskite technology identified its use of lead, whose production 
from raw ores can produce toxic residues, as a drawback. But by using recycled lead from old 
car batteries, the manufacturing process can instead be used to divert toxic material from 
landfills and reuse it in photovoltaic panels that could go on producing power for decades. And 
because the perovskite photovoltaic material takes the form of a thin film just half a microme-
ter thick, the MIT teams’ analysis showed that the lead from a single car battery could produce 
enough solar panels to provide power for 30 households.

The best certified efficiencies from organic solar cells are around 10%, where perovskite 
cells now have efficiencies of up to 19%, which is not so far behind that of silicon at 25%—the 
material that currently dominates the worldwide solar market.

Global Market for Smart Machines 
to Reach $15.2 Billion by 2019

A smart machine is a machine that can accomplish its designated task in the 
presence of uncertainty and variability in its environment. However, not all smart 
machines are physical devices such as industrial machines and autonomous vehi-
cles. Indeed, the market also comprises intelligent agents, virtual reality assistants, 
expert systems and embedded software that make traditional devices “smart” in 
a very specialized way. Increasing R&D spending, technological advances and con-
sumer demand will drive tremendous growth in this market for the foreseeable 
future, according to a report from BCC Research. Smart Machines: Technologies 
and Global Markets provides an in-depth analysis of the global market for smart 
machines. According to the report, this market was valued at $5.3 billion in 2013 
and is expected to reach $6.2 billion by 2014. BCC Research projects the market 
to grow to $15.2 billion by 2019, and register a five-year compound annual growth 
rate of 19.7% from 2014 to 2019.

The World PLC
Market Faced
Another Decline
for 2013

After a downturn in 2012, the global PLC 
market declined again in 2013, with revenue 
falling by 2.1 percent annually. As the most 
mature market, Europe had the largest base 
for PLC sales in terms of revenue. However, it 
is very slowly dragging itself out of recession. 
With tight fiscal policies, tight credit condi-
tions in several countries, excess industrial 
capacity and still relatively weak export 
demand, there are few signs of a strong upturn 
in the near future. In light of the lack of strong 
domestic market demand, the PLC market had 
encountered a small decline as a whole.

The U.S. market for PLCs is positive; the 
housing market continues to recover, con-
sumer spending is rising, export markets are 
improving and the pace of capital spending is 
increasing. Because of that, the overall market 
for PLCs in the United States is growing 
strongly. Looking at end-user sectors, the 
fastest growing segments are the oil and gas 
and food and beverage industries. 

Asia Pacific, which has been one of the fast-
est growing regions in the past few years, had 
faced a much slower growth rate than before. 
China’s market is the most likely reason for 
that. China’s leadership has singled out finan-
cial stability as its most important objective, 
with only moderate stimulus applied. Because 
of that, many investments have been delayed. 
Besides, China—as an export-focused 
market—had faced weakening demand from 
its leading trading partners, such as Europe. 
The PLC market had faced two-sided pressure 
from both domestic and foreign markets.

The Japanese market, however, had a good 
year. The Japanese government had pushed 
forward strong economic incentive plans 
since 2012 by applying fiscal stimulus, engag-
ing in monetary easing and implementing 
structural reforms. But when turning into the 
U.S. dollar, the market showed a decline in 
growth because the currency had depreciated 
by more than 10 percent in terms of exchange 
from the Yen to the U.S. dollar.
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Cmosis 
Acquires 
AWAIBA, Maker 
of Industrial and 
Medical Image 
Sensors

Cmosis has acquired all outstanding shares 
of the Swiss AWAIBA Group. AWAIBA devel-
ops and markets innovative line-scan CMOS 
imagers for industrial web inspection, sub-
mm CMOS camera modules for endoscopy, 
and onboard automotive cameras. 

“The acquisition of AWAIBA is a natural 
fit for Cmosis. It strengthens our presence in 
existing markets and expands our activities 
in adjacent segments with complementary 
image sensor products. It also strengthens 
our relationship with our existing customer 
base,” stated Luc De Mey, Cmosis Chairman 
and CEO. 

“The acquisition became possible after 
TA Associates stepped in as a strong finan-
cial partner of Cmosis earlier this year. This 
enabled horizontal expansion and growth ac-
celeration,” Mr. De Mey continued. “AWAIBA 
is a profitable and well-established brand 
with an attractive and strongly growing client 
base. We are very excited to welcome their 
experienced team, having an impressive track 
record of innovation and deep understanding 
of customer needs. This permits us to even 
better serve our customers as an indepen-
dent and pure-play supplier of CMOS image 
sensors.”

A report published by IC Insights in July 
of this year predicts image sensor markets 
exceeding $13.2 billion by 2017. Cmosis and 
AWAIBA are focusing on the high-growth 
segments such as machine vision, production 
cameras, traffic enforcement, medical devices 
and prosumer products. According to IC In-
sights, these segments will account for about 
$3.3 billion in 2017. CMOS technology con-
tinues to gain market share over charge-cou-
pled device (CCD) technology.

Diablo Technologies and
Supermicro Team to Develop
Next-Generation MCS
Enabled Systems

Diablo Technologies has announced a strategic partnership with Supermicro to bring the 
industry’s lowest latency, non-volatile memory solution to server systems. As part of the initiative, 
Supermicro customers will have access to the latest X9-series platforms optimized for Memory 
Channel Storage (MCS), through the SanDisk ULLtraDIMM SSD. Supermicro’s extensive Green 
Computing portfolio (including Twin architecture, GPU compute, SuperStorage and Hyper-Speed 
hardware accelerated platforms) now features a broad selection of MCS-enabled solutions. In 
addition, Diablo and Supermicro will collaborate on next-generation server and storage architec-
tures, targeting a wide range of mission-critical, enterprise workloads.

Supermicro’s SuperServer and SuperStorage architectures deliver significantly advanced levels 
of integration between system memory and NAND flash. The company’s Green Computing 
solutions provide flexibility to scale out MCS-based devices to customized levels of capacity, per-
formance and acceleration. Applications such as virtualization, big data analytics, database and 
low-latency trading can now seamlessly benefit from the disruptive performance advantages pro-
vided by the MCS architecture. As part of the integration, MCS-enabled systems will be available 
to Supermicro customers worldwide with support for major operating systems, including Linux, 
Windows and VMware ESXi 5.1 and 5.5. 

Himax Technologies and 
Lumus Collaborate to Develop 
Next-Gen Smart Glasses

Himax Technologies and Lumus have announced a joint initiative to continue developing the 
next-generation of smart glasses that will set new technological standards in image quality and 
performance.

According to Zvi Lapidot, chief executive officer of Lumus, “Himax’s superior LCOS tech-
nology, its availability for high volume production, and the company’s forward looking 
technological applications, were critical in our selection of Himax as a strategic partner. Their 
microdisplay, specifically designed for smart glasses, combines smoothly with Lumus’ trans-
parent display, creating the ideal solution for true augmented reality and hands-free wearable 
computing.”

Mr. Lapidot added, “While our ultra-thin, see-through optics enable natural looking wear-
able displays, Himax’s unique LCOS technology provides the high level of brightness necessary 
for see-through augmented reality. Ultimately, our cooperation enables us to bring widely 
appealing solutions to help seamlessly and intuitively blend wearable technology into our daily 
lives.”

Himax and Lumus have been successfully collaborating for several years in the field of 
combat aviation, producing market-leading helmet mounted displays. Leveraging their com-
bat-proven solutions and manufacturing capabilities, the two companies are now collaborating 
to make wearable display mainstream consumer products.
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SMALL FORM FACTOR FORUM

WRITEN BY.COLIN MCCRACKIN

OUTSIDE 
THE BOX

Start with the external connectivity. 
End with the peripherals and network 
interfaces, full circle. In between, 
select one or more processors and 
chipsets to crunch the data before 
passing back through the OS to some 
internal storage or out across cables or 
through radios.

As embedded engineers, we have to 
admit that we often fall for processor 
vendors’ marketing pitches. We’ve got 
to have the latest and greatest high-
speed machine. We want to build 
in enough processing headroom for 
future features and software upgrades 
without going back later to change the 
hardware. We want to brag about the 
cutting-edge design on our resume. 
And of course our sales team tells 
us that customers like the sizzle of 
certain processor brand names inside 
the box. Clearly the hype would have 
us approaching our projects in the 
reverse direction:  inside-out.

Your mission, should you choose to 
accept it, is to design an optimal solu-
tion while filtering out the noise and 
spin of other people who have an agen-
da. To do this, resist the temptation to 
choose the latest whiz-bang processor 
first. Tell the pointy haired boss who 
has attended too many seminars to 
take a vacation instead. If he tells you 
to “think outside the box,” tell him 
that you already are, both figuratively 
and literally. That ought to get him or 
her off your back, for long enough to 

finally understand your point at least. 
Embedded system designs must start 
and end with the external operating 
environment. After all, it’s the I/O, 
dummy. (No, we haven’t forgotten that 
it’s also the software, dummy.)

This year is another banner year for 
processor launches. In the embedded 
x86 world, performance seems to 
grow faster than can be consumed by 
the operating systems and appli-
cations. Detractors of Moore’s Law 
watch yet again as aggressive die 
shrinks and bleeding edge transis-
tors and dielectrics provide a glut of 
processing power and bus bandwidth. 
The single core 2 GHz processors 
from several generations back with 
only generation 1 of PCI Express are 
now easily outperformed by dual 
and quad core processors with gen 2 
lanes from the affordable embedded 
ultra-mobile-based roadmap. Larger 
cache sizes and faster RAM interfaces 
for the cache misses complete the 
picture. New low power microserver 
processors are applauded. If the pro-
cessing can be distributed or offload-
ed from the main CPU, lower power 
consumption would mean reducing 
overall size and weight of the device 
we are designing. Depending on the 
co-processing alternatives, the cost 
may come down too.

After analyzing I/O requirements 
and scaling down the main processor, 
then examine the impressive array 

of standard form factor industrial 
computer boards and processor mod-
ules. If the Mini-ITX shoe fits, wear 
it. If the I/O circuitry is available in 
standard slot cards and the shock and 
vibration requirements are modest, an 
inexpensive industrial ITX solution 
can be cobbled together. If too bulky 
or flimsy, a custom carrier board can 
implement the I/O with the exact 
layout and connectorization desired. 
This design path leads to a carrier that 
can be reused for generations with a 
simple compatible CPU module swap. 
The overall process leads to good 
results, and there is simply too much 
at stake—including your reputation as 
a designer—to jump the gun.

The amount of money that can be 
saved by downsizing the processor 
next time is substantial. It could 
reduce the size, weight and cost of the 
thermal solution as well. Before gulp-
ing down the processor vendor’s ex-
cess transistor Kool-Aid, take a close 
look at what’s just enough to keep the 
I/O happy. Start outside the system, 
trace the bandwidth inside the box, 
through the CPU and back out again. 
Your buyer and accounting team will 
become your new best friends. And 
your boss should come around too, 
once the Kool-Aid buzz wears off.
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The Intel Developers Forum (IDF) that was just held in San 
Francisco was, of course, a big venue for Intel to show off its 
latest goodies and advocate its vision of the current direc-
tion of embedded technology. Having said that, it was also a 
genuine opportunity to get a sense of where development and 
markets are headed in the coming year. Companies like Intel 
(and there are admittedly few of those) not only set trends; 
they also respond to them.

These trends include, naturally, the Internet of Things and 
all that entails in terms of low-cost, low-power silicon, con-
nectivity, servers, small modules and an increasing attention 
to end user and consumer needs. These include enhanced 
smartphones, tablets and PCs and wearable computing—all of 
which are well-known buzz words.

However, the first day of the conference offered an interest-
ing contrast and helped to highlight Intel’s role in the industry 
in which it is such a huge player. On September 9, Apple held a 
conference in Cupertino, CA, at which it introduced two major 
products—the iPhone 6 and the Apple watch. Of course, the 
press was all over this nationwide while the Intel conference 
did get some coverage in the local San Francisco paper. The 
major difference is that Apple designs not only the underlying 
silicon and software functionality of its end-user products, it 
also meticulously crafts the actual end products down to the 
last detail of form and style.

That same day, Intel announced an agreement with Fossil 
Group, which is known for its watches, but also for other 
fashion accessories, to “identify, support and develop emerg-
ing trends in the wearable technology space.” We can assume 
that the first products to emerge from this alliance will be 
watches but perhaps other wearable accessories as well. The 
point is that Intel supplies the underlying technology and for 
the consumer space, partners like Fossil are responsible for the 
pizazz. Also, it does not exclude other partners, who may also 

EDITORS REPORT INTEL DEVELOPERS FORUM

by Tom Williams, Editor-in-Chief

Intel Debuts New Chips, Tools 
and Technologies to Link the 
IoT to the User
The recent Intel Developers Forum gave engineers and marketers alike a glimpse 
of some new possibilities for mobile, low-power devices for industry and consumer 
that will dwell in a world of greater connectivity and fewer wires.

be competitors. And that, not surprisingly, was why the focus 
of the conference was on developers and partners.

Processor Platforms
Among this year’s stars is the Core M Processor family, 

which currently consists of three 64-bit multicore processors, 
the 5Y10, 5Y10A and the 5Y70 build on Intel’s 14nm technol-
ogy. A separate die inside the processor package called the 
platform controller hub (PCH) supplies the processor family 
I/O. This includes interfaces for sensors such as gyros, acceler-
ometers, GPS and more that are increasingly found in mobile 
devices (Figure 1). 

While mobile tablets and laptops along with 2 in 1 tablet/
laptop devices  are the initial targets of the Core M, there is lit-
tle doubt that with its power consumption coming somewhere 
between the Atom and earlier Core families and a 50% boost 
in speed and an approximate 40% increase in graphics perfor-
mance, it will be finding its way into a vast array of embedded 
applications, both industrial and consumer. 

In an additional aid to developers, Intel also announced 
its Edison development platform, which is based on a 22nm 
technology dual core Atom SoC, formerly Silvermont, on 
a board that is just 35.5 mm x 25 mm. The Edison—with a 
recommended customer price of $50—supplies interfaces in 
the form of 12 GPIO, I2C, UART, SPI, USB 2.0, 6 analog inputs 
and a clock output and is aimed at the development of small 
IoT and wearable computing devices. The Edison will initially 
support development with Arduino and C/C++ followed by 
Node.JS, Python and later by visual programming tools.

While Intel has long had the reputation of producing 
processors in first instance for the PC and laptop markets and 
then also targeting them for the embedded arena, its SoCs 
that include Silvermont and Baytail with their many on-chip 
peripherals, internal buses and rich I/O really do appear to be 
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aimed squarely at the embedded developer. And they certain-
ly are rapidly being adopted by that segment of the design 
community.

The PC’s Descendants and the IoT
The evolution of the PC does appear to continue to be 

an important focus for Intel. Even as tablets, smartphones 
and the Internet of Things explode, there is still a need for a 
user’s central access point to applications and personal data. 
Interestingly, there is also a need to pay attention to the design 

and configuration of servers that will be needed to house the 
enormous amounts of data generated by the Internet of Things 
and the various connected devices from wearable nodes to 
phones, autonomous control and monitoring systems and PCs 
that increasingly can take the form of small, thin, powerful 
notebooks or 2 in 1 devices, or “portable all-in-ones,” that can 
work as a touch tablet or a PC with keyboard.

To enable partners to develop such a next generation, Intel 
is bringing out its Core M processors mentioned above to be 
followed by the next fifth generation of 14nm Core i5 and i7 
vPro processors and the Core i3, i5 and i7 devices in early 
2015. The scope of these introductions including SoCs like 
Silvermont and its supporting Edison board pretty clearly 
points to targeting the full range of applications from small, 
wearable devices to portable and mobile machines on up to the 
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full world of gaming to be addressed by 4 GHz devices and the 
Core i7-5960X 8-core “extreme” processor. And they’re going 
to want to do it all without wires. And also without wires, they 
are going to want sophisticated graphics and video including 
3D with facial recognition capabilities—all this they aim to put 
into mass market consumer devices.

Getting Rid of Wires
Among the oncoming wireless technologies is WiDi, a 

wireless display technology developed by Intel that allows 
streaming of display and video from a portable device to a 
larger display or an HDTV. Intel Pro WiDi also has a security 
feature that puts a privacy screen up on both the presenter’s 
PC and a conference room screen, for example, so that a Intel 
display can be shared with a trusted group. WiDi is currently 
supported by Intel’s fourth generation Core vPro processors 
and beyond.

Intel is also supporting the WiGig multi-gigabit wireless 
technology for such things as wireless docking and high-speed 
data transfer. WiGig was developed by the WiGig Alliance, 
which has now been subsumed by the Wi-Fi Alliance. The 
technology is capable of transfer rates up to 7 Gbit/s, although 
it typically cannot transmit through walls at that speed. It is 
not intended as a replacement for Wi-Fi but as a supplemental 
technology that can be useful at short ranges.

And then there is wireless charging of devices, which is 
based on a technology called Rezence and supported by the 
Alliance for Wireless Power (A4WP). The user experience of 
Rezence technology involves using a metal plate below almost 
any surface to enable the charging of any Rezence-enabled 
device. Such surfaces can be set up anywhere such as in desks 

and tables as well as public places like retail stores, airports or 
even office lobbies. 

The wireless power transfer (WPT) system transfers power 
from a single power transmitter unit (PTU) to up to eight 
power receiver units (PRU’s.) The power transmission frequen-
cy is 6.78 MHz.  The system also supports a Bluetooth Low 
Energy (BLE) link that is intended for control of power levels, 
identification of valid loads and protection of non-compliant 
devices. The PTU comprises three main units, a resonator and 
matching unit, a power conversion unit, and a signaling and 
control unit. The PRU also has three functional units like the 
PTU (Figure 2).

The control and communication protocol for the WPT net-
work is designed to signal PRU characteristics to the PTU as 
well as to provide feedback to enable efficiency optimization, 
over-voltage protection, under-voltage avoidance, and rogue 
object  detection. The WPT network is a star topology with the 
PTU as the master and PRUs as slaves. Thus the end user need 
only set the target device on the surface and the protocols link 
it up for automatic charging.

Intel is being fairly specific about the classes of device it 
sees its technologies targeting, but history has shown that the 
embedded industry traditionally takes advantage of technol-
ogies that had been initially introduced for the PC and mass 
market (such as USB, PCIe, SATA, etc.) and adopts them for 
all manner of specialized and unique embedded devices and 
applications. It will be no different with such technologies as 
the newer class of processors, the connectivity technologies 
and more. Now that the Internet of Things is increasingly 
connecting the consumer with background industrial systems 
and processes, we can just imagine what the new generation of 
devices and technologies will bring.

Intel 
Santa Clara, CA. 
(408) 765-8080
www.intel.com
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by Greg Harrison and Earle Foster, Sealevel Systems, Inc. 

COM Express Benefits Extend 
Beyond Carrier Boards
Many backplane standards are available that offer varying electrical and mechanical 
features, but custom systems can also benefit from a backplane architecture. COM 
Express, a popular implementation of Computer on Module (COM), offers a powerful 
processing platform with several bus connectivity options perfect for creating versa-
tile backplane systems.

Figure 1 
cExpress-HL Compact 
COM Express Type 6 

Module from Adlink offers 
a 4th generation Intel 

Core i7/i5/i3 processor. 
COM Express modules 

provide core computing 
functionality and connect 

to a carrier board that 
provides connectors and 
application specific I/O.
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COM Express, a popular solution for creating custom systems, 
offers designers numerous advantages including fast time-to 
market, scalable processing, flexible mechanical options and 
long product life cycle. The COM Express processor module 
delivers the high-speed functionality germane to all computers 
such as video, disk interfaces, memory, etc. The module typically 
connects to an application-specific carrier board that provides 
the exact configuration of I/O and connectors for a specific 
purpose. COM Express architecture seems attractive for OEM 
products with a set functionality (Figure 1), but what about ap-
plications that require configuring the I/O set to match various 
installation locations? 

For example, an OEM instrument designed for collecting 
environmental data at remote sites will usually need to be con-
figured with the I/O types and count specific to each location. 
Designing a custom carrier board that includes all possible I/O 
configurations is likely to be size and cost prohibitive. These ap-
plications scream for a backplane system to provide the required 
flexibility. Backplanes also afford room for adding functionality 
when new application requirements arise.   

Developers shouldn’t overlook COM Express and the benefits 
it provides as an option for a backplane solution. The COM 
Express standard defines multiple connectivity options that are 
brought out via the module-to-board interconnect, including 
USB, Ethernet and PCI Express. Alternatively, RS-485 and other 
familiar serial interfaces can be easily generated from USB or 
PCIe buses on the carrier board and routed to I/O positions on 
the backplane. 

Depending on the desired system mechanical configuration, 
the I/O slots and supporting hardware can reside directly on the 
COM Express carrier board or can be supported on a separate 

backplane PCB. Each interface choice presents advantages and 
trade-offs. Designers can choose the best backplane communi-
cation configuration by considering the attributes of each inter-
face, the number of slots required, and the throughput/response 
time required for I/O interface (Figure 2). 

Backplane Communication Options
PCI Express, widely implemented as the expansion bus on 

modern PCs, is the most obvious choice for interfacing back-
plane I/O with COM Express modules. PCI Express is organized 
in serial “lanes,” each consisting of a low-voltage differential TX/
RX pair. COM Express provides up to six PCIe lanes for general 
purpose use (there is a separate group for graphics). Each single 
lane has a data rate of 2.5 Gbit/s, and multiple lanes can be 
grouped together to increase bandwidth, although this is not 
generally required for accessing general purpose I/O. The high 
data rate combined with physical-layer flow control capabili-
ties makes PCIe suitable for reliable communications even in 
high-bandwidth applications. 

Still, six lanes can be a limiting factor in backplane design, 
especially if any lanes are used for creating system functionality, 
such as serial ports on the carrier board. To expand beyond the 
six lane limit, a PCI Express packet switch can be implemented 
on the carrier board or backplane to create the desired num-
ber of backplane slots. However, more PCIe lanes results in a 
bandwidth penalty, so a hybrid approach that implements some 
number of dedicated PCI Express slots for high-speed backplane 
I/O while using one of the other serial interface options for the 
remaining general purpose slots may be more effective. 

PCI Express, like all high-speed signals, requires care in 
layout in order to maintain signal integrity across the backplane. 
For best performance, signals must be routed as matched-length 
differential pairs, use controlled impedance, and stay within the 
electrical length requirements of the standard.

USB can also be a good choice for communicating with I/O 
cards over a backplane. The COM Express specification requires 
at least four USB ports, but many modules include the maxi-
mum of eight. Some of these ports likely need to be available to 
the system as general purpose ports, but by implementing USB 
hubs on the carrier board or backplane, the desired number of 
ports can be assigned to backplane slots. 

USB supports automatic enumeration for detection of USB 
connected I/O cards and the installation of necessary software 
drivers. Although USB uses differential signaling, routing 
USB signals over a backplane requires care since the standard 
encodes single-ended state information. USB 2.0 offers three 
speeds for communications: 480 Mbit/s high speed, 12 Mbit/s 
full speed and 1.5 Mbit/s low speed. 

Although the data rates are relatively high, the USB specifica-
tion requires the host to poll USB devices. This polling architec-
ture, along with other factors including processor performance, 
operating system, application software and amount of I/O affect 
latency, makes USB unsuitable for real-time or near real-time 

COM Express

Carrier Board

Backplane Communication

PCI Express

Serial ATA

Gigabit Ethernet

USB 2.0

VGA

LPC Bus Backplane Slots 

Figure 2 
Block diagram shows a COM Express 
module connected to a carrier board and 
backplane. COM Express offers a variety 
of interfaces suitable for backplane 
communications.
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requirements. However, for general purpose I/O, USB is a good 
choice for backplane connectivity. 

COM Express modules do not typically include serial port 
functionality, but implementing RS-485 communications over 
a backplane is straightforward using the COM Express module’s 
USB or PCIe bus and simple circuitry on the carrier board or 
backplane. Long a popular standard for industrial communi-
cations I/O, RS-485 uses differential signaling that offers noise 
immunity suitable for electrically noisy environments and is 
well suited to routing over a backplane. 

RS-485 offers relatively low-speed communications, up to 
921.6 Kbit/s, and the standard defines an address for each I/O 
location that simplifies software protocol development. As an 
alternative to creating a custom software driver to handle com-
munications, industry standard Modbus RTU offers a well-de-
fined, documented option supported by a variety of third-party 
software packages.

Ethernet is widely used for backplane communications in 
a wide range of products designed for military and commer-
cial applications. COM Express modules supply a minimum 
of one Ethernet port, and the specification recommends 
10/100/1000BaseT Gigabit for the port. This port can be 
connected to the backplane slots by adding Ethernet switch 
circuitry to the carrier board or backplane. 

Ethernet implements flow control primarily in software, 
resulting in possible data loss when there is a large amount of 
traffic.  In that case, adding a managed switch circuit can often 

improve performance adequately for applications that do not 
require real-time response. For applications that require deter-
ministic timing, industrial Ethernet protocols like EtherCAT 
work best.

Rackmount System Example
Sealevel’s Relio R3 industrial computer uses a COM Express 

engine to power a 3U 19” rackmount computer with a total of 
19 I/O slots. One PCIe slot is included for high-speed I/O such 
as video processing, while the other 18 slots connect via RS-485 
to Sealevel SeaRAQ I/O boards. As shown in Figure 3, the COM 
Express processor mounts to a carrier board that brings out 
all the standard features of the COM Express module includ-
ing DisplayPort video, Ethernet and USB channels. RS-485 is 
generated on the carrier board, and a transition board holds the 
PCIe connector and routes the RS-485 signal to the vertically 
mounted backplane PCB. This architecture allows configuring 
the Relio with a choice of Intel i7, i3, or Atom processor simply 
by changing the COM Express module. As technology evolves 
and faster processors are available, the system can be upgraded 
with minimal engineering effort by changing the COM Express 
module.

For applications that require real-time response, smart I/O 
backplane cards can offload functionality from the host pro-
cessor. This approach can eliminate backplane throughput and 
data integrity concerns for any of the COM Express connectivity 
choices. Advances in Field Programmable Gate Array (FPGA) 
technology make designing smart I/O cards easier than ever 
(Figure 4). 

Figure 3 
Sealevel Systems’ Relio R3 rackmount industrial computer 
uses a COM Express to backplane architecture. Relio R3s 
offer 19 expansion slots for application-specific I/O.

Figure 4 
Sealevel SeaRAQ I/O boards connect to the COM Express 
processor via RS-485. For high-speed applications, FPGAs can be 
used on I/O boards to reduce throughput requirements.
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An FPGA is a good choice for interfacing a PCIe lane from the 
COM Express module to I/O circuitry on a backplane card. By 
creating a PCIe endpoint and custom I/O interface logic in the 
FPGA, the application running on the COM Express module can 
quickly and easily read and write data using a memory-mapped 
addressing format. The result is an elegant software interface 
with fast system I/O response time.

For real-time requirements, it is now possible to run an 
operating system and execute an application program written 
in a high-level language directly in an FPGA on an I/O card. 
A number of CPU cores are available for use in FPGAs. For 
example, the NIOS II “soft processor” from Altera provides 
flexibility, tight integration with the FPGA logic, and the ability 
to easily create custom I/O peripherals. The NIOS II core resides 
in the FPGA fabric and provides a full 32-bit processing engine 
capable of running an operating system and allowing application 
software to be developed in a high level language.  

The COM Express backplane architecture provides the 
freedom to exactly match the application I/O and mechanical 
requirements while providing an easy upgrade path for the core 
processing functions that are most likely to change, thereby 
extending the useful life cycle of the system. OEMs will benefit 
most from the investment required in the initial design through 
the product’s configurability, scalability and long life cycle. 
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BY LAUREN WRIGHT, GENERAL MICRO SYSTEMS

Mobile Surveillance 
Systems: Leveraging 
the Traditional for the 
Design of the Future
The demand for ruggedness, small size, secure mass stor-
age, sensors, displays, low power and high connectivity in 
today’s mobile surveillance systems continues to grow. 
Only by using the latest compact, powerful components 
and subsystems can these growing demands be met.

Figure 1 
The nature of surveillance requires a 
system that can ensure the reliability of 
complex components working together.
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At the core of successful surveillance is the ability to collect 
data without detection. This can be problematic once those 
under observation become privy to the current, most innovative 
technologies used. Thus, as this current era of innovation evolves, 
the difficulties involved in collecting, interpreting and processing 
ever-increasing amounts of data, sometimes in intense mobile en-
vironments, place extreme pressure on mobile platform designers 
and engineers. Current trends and future projections show that 
surveillance efforts continue to require greater consideration for 
systems technology in regard to size, weight and power (SWaP), as 
well as user experience and high-security capabilities. That said, 
as organizations like the Border Patrol and other national security 
agencies gear up for the inevitabilities of the future, the pressure 
to obtain surveillance technologies that overcome existing and 
forecasted roadblocks is now of an especially time-sensitive 
importance.

A unique difficulty presented during surveillance efforts, 
particularly in mobile situations, involves the consistent exertion 
to guarantee seamless interoperability between multiple systems. 
As several independent technologies are linked and utilized for 
detection and collection initiatives, the user must ensure that they 
all work in concert in order to avoid a mission-critical catastro-
phe. After all, multiple points of failure exist between numerous 
recording cameras, night vision functions, data storage, displays, 
sensors and network communications. If an integral component 
(e.g., a network line) fails, the user could be left with several val-
ueless heaps of heavy metal until the system is repaired, wasting 
time and aborting opportunities for critical data collection.

These challenges are exacerbated in mobile environments 
where vehicle operation and safety are as important as the 
mission itself. Traditionally, cameras are attached to the exterior 

of the vehicle, absorbing data and showing the driver what to 
expect from the outside environment via inboard monitors and 
sometimes requiring a night vision device (NVD) for functional-
ity. Because the driver of the vehicle must be able to navigate his 
expedition using a networked vision system, there is even greater 
pressure on both the reliability of the vehicle and computational 
accuracy. Until recently, even the most advanced technologies 
only offered vision systems with unsuitably high latencies, inflict-
ing depth-related motion sickness and a misaligned reality be-
tween what the driver sees and the actual location of the vehicle. 

Part of what helps create a low latency vision system is the 
speed at which the computer’s network operates. As all cameras 
must be connected to one another and able to communicate 
easily with a mainframe database, high-speed networking and 
data transfer capabilities are incredibly important for surveillance 
applications (Figure 1). 

For greatest efficiency, the system should have the ability to 
capture video at a rate of 30 frames per second using up to 16 
HD-PTZ, analog data cameras. The system then converts the data 
to a GigE Vision format with lossless compression, streams the 
data over Gigabit Ethernet from each camera to a router/switch, 
and then sends it to the server via 10 Gigabit Ethernet, at speeds 
that ensure no information is lost. The captured video is then 
displayed, in broadcast mode, on any of the interior smart display 
monitors via Gigabit Ethernet or 10 Gigabit Ethernet. The video is 
stored on a storage subsystem, all in real time without losing any 
frames or enduring latencies of more than one frame. That would 
be a very long process for a computer that isn’t “up to speed,” espe-
cially considering that the network is also tasked to shift between 
additional sensors and other communication and computational 
systems throughout the vehicle.

Whether collecting data for analysis, judicial processes, or other 
critical applications, ensured data security rests with the recording 
device being used to store that information. As quickly as cameras 
and other sensors are able to collect information, a device must 
be used to safely accumulate and store the uncompressed data 
for future analysis. This requires incredibly accurate recording 

Figure 2 
The small stature of the comprehensive 
system (as compared to a full sized 5U 
rackmount) saves space without sacrific-
ing function or performance.
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capabilities. Should the device incur a hiccup during the recording 
process, the potential for data corruption increases. This threat 
simultaneously increases the significance of reliable high-secu-
rity recording devices, making the choice of what system to use 
a difficult and calculated one. Storage devices configured with 
security mechanisms, such as AES encryption, secure erase and 
write protect, are required during surveillance operations because 
they establish protection in any environment.

Preferably, every aspect of the operation should have some sort 

of embedded precautionary failsafe, as unanticipated circum-
stances are more than likely to arise. In the event of an unexpect-
ed power outage, for example, it is necessary for the vehicle to 
include a component that allows the internal systems to undergo a 
self-sustaining, orderly shutdown. This is particularly vital during 
surveillance efforts, as an uncontrolled shutdown can result in se-
vere loss of acquired data. This specialized device can come in the 
form of an auxiliary power unit or uninterruptible power supply. 

Ranging from commercial SUVs to military ground transport, 
a clear challenge for system designers is presented through the 
very limited amount of space available in surveillance vehicles. 
Until recently, the standard computing technologies used in these 
vehicles were VPX and older backplane platforms, which are char-
acteristically bulky and require a considerable amount of energy. 

Figure 3 
The many elements of the SO302-4in1 
Tarantula work in concert for a fully 
efficient surveillance system.
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To conceptualize the breadth of space and power consumed by 
these platforms from a commercial perspective, imagine an F150 
with a 1U server and processor from Dell, a 1U managed switch 
from Cisco, a 2U storage with NAS capabilities, and a 1U auxiliary 
power unit. That’s a full 5U rackmount application requiring well 
over 5,000 watts and 12-15 times the necessary volume when 
compared with stand-alone systems. The consequences of this 
type of arrangement result in heavy, large, hot systems that utilize 
an exceptional amount of space and necessitate an effective meth-
od for heat removal.

Ideally, a fully integrated, independent system that includes 
secure storage capabilities, intelligent I/O, monitor support for a 
vision application, and ultra-fast networking to tie it all together 
is the best solution for a highly functional, mobile platform. In 
order to reduce the threat of multiple points of failure between in-
terconnects, adhere to SWaP constraints, and ensure data security, 
mobile platform designers have been tasked with creating this 
all-inclusive solution (Figure 2). 

Many Functions Little Space

Upon conceptualizing a stand-alone system for these mis-
sion requirements, it was realized that an increasing amount 
of additional components needed to be included. Cameras, 
communication, radios, displays, possible weaponry, position-
ing systems, sensors and hydraulic systems are all necessary for 
proper surveillance techniques, but fitting them all nicely into a 
commercial sized vehicle is a daunting task. However, by adding 
multiple virtualized workstations that enable sophisticated pro-
cessing and multi-channel intelligent I/O, the various independent 
technologies on the vehicle can be supported while saving space 
and power. A large selection of highly flexible I/O that can sustain 
multiple internal monitors in order to match the performance of 
the computational communication equipment is also essential.

An example of one such integrated system is General Micro 
Systems’ SO302-4in1 (Tarantula).The backbone of this product 
is an Intel Xeon Ivy Bridge-EP CPU with 10 cores (2.4 GHz each) 
driving six independent virtual machines and controlling up to 
18 Gigabit Ethernet ports and a second 10 Gigabit Ethernet port. 
It also contains up to eight 2 Tbyte SATA SSD drives (16 Tbyte 
total) in one canister with RAID capabilities and an internal 
APU in another canister. The APU is comprised of an array of 
super capacitors that provide power per MIL-STD-704 blackout 
requirements.

One of the more severe environments where such a system can 
be employed is the U.S. Army’s MRAP Night Vision Program. 
The fortified MRAP vehicles used in the program are built to rove 
rural, mountainous and dangerous environments with one intent 
being stealthy surveillance and detection. As urgency prevails, 
MRAPs must often use night vision devices to navigate hazard-
ous areas in the dark. This requires several cameras attached to 
the outside of the vehicle that send signals to the displays inside. 
Accurate estimations of ground topography are critical in these 
situations, as the amount of delay in communication between the 

cameras and the displays could mean life or death. 
For these reasons the Army has chosen to use the Tarantula, a 

system that supports GigE Vision protocol to provide a low-laten-
cy of ½ to 1 frame for its vision application. In other words, from 
the time it takes for the camera to see something to the time the 
data is processed internally, there is less than 1 frame of video de-
lay. This is also made possible through the networking communi-
cation within the system, as it fully supports managed layer II and 
layer III functions, such as VLAN and QoS processing, enabling 
differentiated services delivery and security through intelligent 
frame processing and egress frame manipulation. The MRAP 
vehicles include 17” and 12” internal monitors, also provided 
by General Micro Systems, which display the external cameras’ 
video playback. These touchscreen smart displays use gigabit or 
10 Gigabit Ethernet for extreme speed and data processing. They 
also include bezel keys that are used to determine which camera 
to view at any given moment, and a night vision imaging system 
(NVIS) for use in low or no light situations. Industry standard 
GigE Vision also allows for pan, tilt and zoom capabilities, provid-
ing the commander of the vehicle and passengers the ability to see 
any potential hazards and the environmental orientation of the 
area (Figure 3). 

The Army also required that the system include six individual 
virtualized workstations with separate I/O in order to control 
real-time video, defensive counter measures and other critical op-
erations. Each of the six I/O sites is fully independent, connected 
to the host CPU via PCI Express lanes only, meaning that all I/O of 
one workstation is separate from the I/O of another, and they are 
all fully monitored for security through Trusted Platform Module 
(TPM) and Trusted Execution Technology (TXT). 

Moreover, it was vital that the system also be equipped with 
embedded security measures, such as tamper-proof protection, 
which recognizes unfamiliar access of software and BIOS boot and 
locks the system, only allowing restart with controlled reau-
thorization. Another key requisite allows an authorized user to 
“zero-ize” the system, placing all data and programs at zero for in-
formation fortification. These mechanisms are embedded within 
the system as precautionary elements to aid in the preservation of 
any sensitive information obtained during surveillance applica-
tions or otherwise.

The Army’s program highlights one of the more acute appli-
cations that these stand-alone systems are being employed for. 
However, small systems like these will be key to all future mobile 
platforms requiring sophisticated processing, vision and commu-
nication. Today’s intense reliance on electronic surveillance and 
data collection will only increase, and providing smaller, more 
powerful systems that utilize less power will continue to test the 
talents of contemporary system developers.

General Micro Systems 
Rancho Cucamonga, CA. 
(909) 980-4863 
www.gms4sbc.com
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The Heartbleed security breach, based on OpenSSL, raises 
the spectre of attacks across a range of wirelessly connected 
embedded devices. Rigorous software development processes are 
critical for protecting wirelessly connected devices in the Internet 
of Things.

by Dave Hughes, HCC

Is Open Source Wireless 
Connectivity Worth the 
Security Risk?
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Open Secure Sockets Layer (OpenSSL) is widely used to provide network security in many 
different kinds of computing systems, including wirelessly connected embedded systems in 
the emerging Internet of Things. OpenSSL is also the open source security library that allowed 
the widely publicized security breach called Heartbleed. While there are advantages to open 
source libraries such as OpenSSL, there are clearly risks as well, many of which stem from the 
development process itself. The main process used for development of OpenSSL is simple. First 
a programmer develops code, then a reviewer checks the code, and finally the code is released.

This method of development is the way most software in the world is developed. If you 
look behind the scenes of OpenSSL development, there are usually four programmers, only 
one of whom is full time. This leads to a fairly obvious question—why do huge companies, 
often with access to significant engineering resources, trust their customers’ data and their 
own reputation to such a small team; especially to a team outside of their control, which 
may potentially expose the company to unquantifiable quality and security risks? “Because it 
has always been done that way” would seem to be an insufficient response in the light of the 
chaos caused by Heartbleed.  

In retrospect, Heartbleed seems to be more of a warning tremor than a full earthquake. It 
showed the potential scope and depth of harm, but the consequences of this particular fault 
were relatively mild. Continuing to follow the same path, however, will undoubtedly lead 
to similar problems, and the ubiquity of the software is in itself a weakness, which can be 
exploited by those who choose to do harm. 

Better Software Development Methods Needed

If the methods of development used by OpenSSL were demonstrably the state-of-the-art 
in robust software development, then there would not be much to debate. However security 
problems such as Heartbleed, Apple’s “goto fail” and GnuTLS have been caused by defects 
in software, not necessarily in the protocols or design. Across various industries there are 
well-established methods for developing high-quality software. The aerospace, industrial, 
medical and transport industries use software processes based on the “V” model develop-
ment defined by IEC 61508, and the data shows that not only does it reduce defects signifi-
cantly, but in many cases it also reduces the cost of software management over its lifecycle. 

How would use of such methods have helped in the OpenSSL Heartbleed bug case? Let’s 
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look at some specific development approaches that can help 
address security specifically.

“V” Model Development

In the Heartbleed situation, the information available states 
that the software failed to check the scope of a protocol variable 
and then processed it blindly. Standard V model development 
would include unit testing and boundary case analysis/testing 
that would have instantly alerted developers to the issue (Figure 
1). There are other elements of the process that would also have 
picked up these kinds of issues. For example, a decent static 
analysis tool would have picked up Apple’s recent issue with 
their TLS software.

It would be impractical from either a cost or resource point 
of view to propose that full V model development be used for 
all software, and it is not the intention of this article to state that 
open-source methodologies are “bad.”  Open source software is 
open, not just in the source code but also in the processes used 
to develop this software. It is no secret in the industry what 
processes could be used to achieve a low software defect level. 
However, no open-source software today goes to these lengths, 
and in the area of security the question is—is this approach 

good enough? Indeed, can it ever be good enough?

Verification of Software Components

When a company wants to use any piece of equipment in a 
highly sensitive application area, you would expect the manu-
facturer of that equipment to verify that all components used 
reach the required level of quality. It is unclear how this occurs 
in companies managing large amounts of potentially sensitive 
customer data. This always happens in a manufacturing process 
where they check the supplier history, the strength of compo-
nents, ISO9001 compliance, etc., but strangely not for security.

There are deeper issues to consider. If it were possible to cre-
ate a perfect TLS implementation, would that mean the system 
was secure? More secure maybe, but if a defect bug was sitting 
elsewhere in the target system (e.g., in the TCPIP stack), then it 
could be possible to expose memory. It is much less likely that it 
would yield sensitive data, but still possible. Eventually we con-
clude it is necessary to ensure every part of a sensitive system is 
designed to a verifiable standard. 

The only practical solution is to carefully partition what 
belongs in a critical part of a system and what does not. For 
instance, bringing the whole of Linux (used in many of the 
systems that use OpenSSL) to this standard is clearly unrealistic. 
There is a risk that someone could make a mistake in a Linux 
update, or BSP update, in unrelated code and leave systems 
vulnerable. This would leave very little possibility for companies 
basing their products on this system to protect themselves. 

Figure 2 
Developers should choose development 
processes that reflect how much they 
value the security of customer data.
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The Problem with “Free” Software and 
Security

If we accept that mistakes will always be made and systems will 
tend to become more complex, then continuing as things are now 
will probably result in further problems. Commercial devaluation 
of software does not help this process. The idea that software can 
be created and obtained for free is a bizarre concept for commer-
cial companies to believe in. It also appears to focus only on the 
initial capital cost of software and not the ongoing maintenance 
costs. If the lifetime cost of development and maintenance of 
“free” software was truly accounted for, it would probably raise 
some corporate eyebrows. 

It could also be quite difficult for any company involved in a 
“Toyota style” legal case where the consequences of software er-
rors were much worse than compromised data. Imagine a defect, 
caused by a mistake by a hobby programmer in Australia and 
reviewed by a programmer working in his spare time in Argenti-
na, which resulted in injury or loss of life.  

Again this is not an attack on open source—they are open 
and transparent. Blind usage of any software without a proper 
assessment of context and risk is the problem. Developers should 
choose development processes that reflect how much they value 
the security of customer data (Figure 2). 

The argument that software is open and therefore everyone will 
fix everything is clearly not sustainable anymore—the Heartbleed 
bug existed for two years before someone realized the problem. 
This would not be acceptable in any safety-critical or secure envi-
ronment. There are several different issues. 

First, the only way it was possible to exploit the Heartbleed bug 
was by challenging a system that used OpenSSL. High security 
systems (weapons systems, nuclear power stations, etc.) publish as 
little information as possible about the system internals to make 
the attacker’s starting point as difficult as possible. There are prac-
tical problems with transport layer security (TLS) in this respect 
since the point is secure interoperability. Therefore the communi-
cation protocols used must be in the public domain. But OpenSSL 
is so widely used that, if an issue is discovered, it is relatively easy 
to find a victim. Concealing the details of an implementation 
reduces the likelihood that an attack can be effectively mounted.

Second, attacks on TLS-related algorithms in recent years have 
revolved around back-door methods, such as changes in power 
consumption or response times, rather than hacking the algo-
rithms directly. These attacks are normally only possible with a 
direct knowledge of the specific algorithm used. In the TLS case 
again there are limitations because the algorithm to be used must 
be publicly negotiated. However, the specific realization does not 
need to be public knowledge. 

Moving to Secure Embedded Software 
Components

The commercial market for standard software components 
has been damaged by free software from many sources. How this 

Figure 3 
Formal development methods are well 
understood and will reduce the likelihood 
of security issues caused by software 
defects.
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affects professional companies who need good quality code and 
support is not obvious. It seems that developers lose the benefits 
of scale that using specialist providers brings. HCC, an embed-
ded software vendor, has always focused on high quality, reliable 
components, such as failsafe file systems, but we are working on 
components developed to standards of verifiability. Ultimately 
many of these will achieve certification under the IEC 61508 SIL3. 
We strongly believe that key components of embedded software 
should be developed once and reused in many environments. 
Providing these components with the necessary life-cycle support 
and documentation can make this level of quality more affordable 
across the industry.

The security of devices has become a critical issue for both 
device manufacturers and consumers. Wireless embedded devices 
have specific security issues based on their applications, though 
a large part of making them secure requires a rigorous approach 
to the development of software for them. As in similarly sensitive 
fields such as aerospace and medical, a formal approach to devel-
opment will significantly reduce the probability of a major incident 
with a product (Figure 3).

HCC Embedded USA 
New York, NY. 
(212) 734-1345 
www.hcc-embedded.com
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Helping to Overcome 
Internet of Things Security 
Challenges with Wireless 
Infrastructure
Some key embedded security technologies can be used both in 
the IoT endpoints and sensors, as well as in the IoT infrastructure 
to provide a defense in depth against tomorrow’s cyber threats. It 
is important that these measures be incorporated as the network 
is established and not as afterthoughts.

by Robert Day, Lynx Software Technologies
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The Internet of Things (IoT) is driving toward ubiquitous con-
nected embedded devices that can be potentially accessed from 
anywhere in the world. Wireless connectivity is also helping 
to fuel that drive by removing many of the traditional barriers 
(cost, complexity, physical installation) that were borne by 
physical network connectivity. Although wireless connectivity is 
helping accelerate our connected world, it is also helping to open 
our new IoT world to the increased likelihood of cyber-attacks, 
especially around our critical infrastructure. A defense in depth 
strategy must be employed as we put this IoT infrastructure 
in place, as traditional network and endpoint security is not 
adequately containing today’s cyber threats. 

Before looking at the security challenges, it’s a good idea to 
review a typical IoT network topology, which will help explain 
where the potentially vulnerable parts of an IoT connected system 
lie. We will use an example topology that represents the industrial 
automation world, often called SCADA (supervisory, control 
and data acquisition), which will use a computer infrastructure 
around energy generation, including smart grid management and 
also oil and gas refineries and distribution systems. The relatively 
recent cyber-attacks on some foreign infrastructure, including 
the infamous Stuxnet virus that managed to infect and control an 
Iranian Nuclear facility, show just how vulnerable even the most 
secure, fortified and remote systems can be.

The embedded devices or “things” are typically linked to 
a physical item and have the primary function of communi-
cating with that physical item. That communication might be 
read-only (i.e. monitoring) or read/write (monitor and control), 
and the data that is communicated can be read or initiated by 
either humans or machines (M2M). These physical systems can 
include smart meters and electricity control breakers for power 
control, or valves and flow meters for oil and gas. Either way, 
the quality and security of the data is paramount to the reliable 
function of the system. These embedded devices are networked 
(to receive or provide data), but are typically not linked directly 
to the Internet, as they are normally connected to a proprietary 
network that is usually local to the facility where the “things” 
are physically located. This could be an electricity substation, or 
a whole oil and gas plant, depending on the scale of the system. 
In the days before IoT, this was a relatively secure network, as 
access could only be obtained by being physically present at the 
site, and so could be contained using physical security measures 
(security guards, barbed wire, etc.). As the cost and convenience 
of wireless networking has spread to these local networks, the 
physical security measures may not be quite as effective, since 
hackers could reside outside of the physical site and still gain 
wireless access to the network. So effective protection is required 
on both the embedded devices and the local network, but this 
is still relatively low on the security risk spectrum, compared to 
where this data goes next (Figure 1).

For our ubiquitous IoT world, the data from these embedded 
devices now needs to be aggregated and fed to the people or 
machines that will use this data. This could include manage-

ment and billing for the electric grid, and plant logistics, yield 
management, safety and control for oil and gas plants. Assum-
ing that these consumers of the data are not physically located 
on site, this data will need to speed its way to another location, 
typically using the same Internet that everyone else in the world 
is connected to. Quite how much data leaves the site really 
depends on the application of the data, and also on how much 
local intelligence, aggregation and storage is available. 

The connection to the Internet is generally achieved using a 
local gateway or router in much the same way that a local home 
router gives both Internet access and local Wi-Fi networking. 
These IoT gateways have to connect to all the local embedded 
devices (on their proprietary network) and then to the outside 
world using the Internet. Although they are often physically 
located on site, they are very open to the outside world through 
the Internet connection. This is a potential security nightmare, 
as anyone who gains access to the router, has the keys to the 
physical kingdom without having to be physically present. 
Depending on how much intelligence is in the router, a lot of 
data analysis and aggregation could be done here, even though 
its primary function is still connecting and communicating data 
between two networks. 

After the router has decided what data needs to be sent on, the 
data is generally encrypted and sent to the next destination. This 
is often a large data storage facility, often housed in the Cloud, 
where data analytics can be used to provide meaningful informa-
tion on the data, such as billing or usage data, maintenance data, 
or yield and performance information. Alternatively, the data is 
sent to some management and control systems where actions are 
taken either by humans or machines to control the embedded and 
physical devices at the site. So where are the vulnerabilities? They 
are typically not in the data in transit, as it is encrypted, but are 
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An example Industrial IoT network 
topology.
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often at the final destination of the data, when it is decrypted and 
hence vulnerable to either theft or compromise. 

Looking again at this somewhat simplified IoT network, it 
is easy to see that there are some attack points that really need 
to have good security. The embedded device itself is vulnerable 
either to local wireless attacks, or potentially to attack by a com-
promised router. The router itself is a huge potential attack point, 
as it is connected to both the local network and the Internet, and 
without some secure separation between the two, this could be a 
very easy place for remote cyber-attacks. Finally, the Cloud storage 
or remote management systems are also potential attack points, 
with a much larger potential payoff as they hold all the data (from 
all the embedded devices at all the sites), and will often have con-
trol and override functions at both a site and/or device level, plus 
they are all connected to the attack-prone Internet.

Defense in Depth

So, a defense in depth strategy needs to implemented, to help 
protect all the vulnerable parts of the network from all types and 
methods of cyber-attack. Luckily, technology is available that 
if used when the network is being designed (rather than as an 
afterthought), could dramatically reduce the chance or effect of 
an attack. Much of this technology has evolved to meet the secu-
rity needs of the Department of Defense (DoD), which has been 
operating secure remote networks for decades, and where a 
compromise in any part of the network could be fatal to national 
security and hence not an option. 

Most of the world’s security functionality has been imple-
mented as add-ons on top of existing infrastructure, or as 
patches to help seal security gaps in the infrastructure. As an ex-
ample, think of protection that one needs for a regular desktop 
or laptop PC; antivirus software, firewalls, OS security patches, 

not to mention all the application security additions, and the 
vast amounts of network security appliances that surround the 
network infrastructure trying to thwart cyber-attacks, usually 
by looking for attacks that are similar to previous ones. In the 
IoT, rather like the DoD, one attack could be fatal, and there-
fore, preventative security needs to be built into all parts of the 
infrastructure. 

Similar to the PC world, operating systems are often the key 
attack point as they are typically the highest privileged soft-
ware in any given system, and if compromised offer keys to the 
control and data kingdoms. So there needs to be a better way to 
protect these operating systems than the traditional anti-virus 
or OS patch mechanisms that are normally used. Operating sys-
tems are used throughout all of the IoT infrastructure topology 
described above, and we need to look at security solutions for 
each of these parts separately. We will focus on securing the 
parts of the infrastructure that are typically considered embed-
ded systems, the devices and the routers, as the Cloud and man-
agement systems have security issues that are generally serviced 
by IT security products and vendors. 

First, the “things.” These things are connected embedded 
systems, often not using large operating systems, but using hard 
real-time OSs (RTOSs) that are helping to support the network-
ing function and the data extraction or control function of the 
physical item they are connected to. These RTOSs have been tra-
ditionally more secure than desktop OSs, often because of their 
proprietary interfaces, but also due to the fact that they haven’t 
been as connected to the outside world as they are becoming 
with the IoT. So, adding wireless network connectivity makes 
these “things” a lot more vulnerable, and their proprietary inter-
faces will not stop a determined attacker who has gained entry 
via the wireless network. However, if an RTOS is used that has 
built-in security functionality, especially one that was designed 
to meet the exacting security needs of DoD tactical systems, 
then it could offer enough security protection to stop the most 
determined attacker. 

Examples of operating systems with built-in security include 
Security Enhanced Linux (SELinux) and the LynxOS RTOS. 
Both of these operating systems introduce a number of key secu-
rity concepts that help the OS protect against malicious attacks 
regardless of how they enter the system. These concepts can 
include discretionary access control for file system objects, fine-
grained user access control using roles and capabilities, identi-
fication and authentication control of users, device and system 
quotas to help thwart DDoS attacks, trusted path mechanisms 
for guaranteed communication links, and residual information 
protection to stop attacks by reusing or viewing used memory 
(Figure 2). An RTOS with these built-in security features is the 
best protection for the embedded wireless device, as it still offers 
the real-time characteristics, supports the required network 
functionality, typically has a smaller footprint than a GPOS like 
Linux, and now offers advanced protection.

Secondly, the router. This is a bit more challenging to protect 

Figure 2 
A secure RTOS used to secure the embedded 
system connected to the “things.”
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as we are now dealing with a much more complex system that 
has to support multiple networks (including wireless), needs to 
connect securely to the untrusted Internet, and at the same time 
is passing and processing a large amount of data. Routers will 
often use an OS that is more complex than the traditional RTOS 
but still gives a security issue as it has a lot of software func-
tionality and a large attack surface being controlled by a single 
privileged software entity. A secure OS as suggested for the 
embedded systems is a good step in the right direction, but due 
to the complexity, multiple networks, and its link to the Internet, 
this really needs to be stepped up a notch, and leads us more 
toward what is known as a multi-domain system. 

In the DoD, secure OSs have been used for multi-domain sys-
tems linked to different networks at different levels of security 
classification, but the prevailing thoughts and technology for 
true domain separation call for something known as a sepa-
ration kernel. This is at a higher level of privilege than the OS 
(i.e., it sits between the OS and the hardware), and its primary 
function (as the name suggests) is to separate the resources in 
the system, such that an attack in one domain cannot reach or 
compromise the other domain. In order to still offer the func-
tionality required from an OS, the separation kernel also con-
tains virtualization functionality that allows the “guest” OS (or 
OSs) to reside above it in separated secure virtual domains. This 
separation kernel approach gives some very interesting benefits 
when designing these highly intricate cornerstones of the IoT. 

Firstly, security. The small separation kernel is the only soft-
ware item at the highest privilege level, and if designed properly 
it will not contain untrusted elements such as device drivers or 
software stacks, as they can now reside in the lower privilege 
guest OSs. This substantially reduces the “attack surface” of 
the highest privileged software. Any attacks made on the guest 
operating systems will be contained in their own secure domain, 
without compromising the rest of the system, which essentially 
stops the attack from spreading and likely reaching its intended 
target. This is key to protecting the proprietary network and the 
“things,” as the most likely attack point is through the Inter-
net, and that operating system is not connected directly to the 
proprietary network, so the keys to the IoT kingdom are safely 
locked away in their own domain (Figure 3).

Secondly, flexibility, suitability and performance. By having 
multiple guest operating systems in their own secure domains, 
we can now choose which OS best suits which domain. Before 
virtualization, a single OS had to control all the tasks in the rout-
er, and that generally meant adding general purpose function-
ality to an RTOS, or sacrificing real-time performance by using 
a GPOS. Now a GPOS can be used to connect to the Internet 
side of the router, and an RTOS (maybe the secure RTOS as 
described above) can be connected to the proprietary side. The 
two sides can only communicate with each other by using the 
secure internal networking channels provided by the separation 
kernel, which can be carefully moderated, controlled and in 
some instances made to be unidirectional.

In summary, the infrastructure that enables the Internet of 
Things is very vulnerable to cyber-attacks, especially as it em-
braces modern communication technologies, such as wireless 
networking and the Internet. And the more critical the infra-
structure, the larger the threat. Energy companies specifically 
need to be very vigilant in securing their infrastructure, as a 
widespread attack here could render cities, states and even the 
country helpless. However, embedded software technology such 
as secure OSs and separation kernels, which have been helping 
to secure military infrastructure, are now available to help pro-
tect the IoT as it becomes more ubiquitous. 

Lynx Software Technologies 
San Jose, CA. 
(408) 979-3900 
www.lynx.com

Figure 3 
An IoT router/gateway securely protected 
by a separation kernel hypervisor.
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AUTOSAR provides a predefined standard approach for vehicle 
network and ECU design that is finding its way into every 
automotive OEM and Tier 1 organization. Here are some of the 
expected business benefits of an adoption strategy and a look at 
some of the basic terminology and design methods. 

by Andrew Patterson, Mentor Graphics

The New AUTOSAR 
Standard Is Reshaping the 
Automotive Landscape

Since its formation in 2003, the AUTomotive Open System ARchitecture (AUTOSAR) alliance has been 
changing the way vehicle networks and electronic control units (ECUs) are designed. AUTOSAR offers 
an industry standard approach for OEM manufacturers and their Tier 1 suppliers to design and develop 
ECUs that are at the heart of modern vehicles. The standard helps reduce the opportunity for human 
error in the design process and offers suppliers and manufacturers a well-defined, machine-readable data 
format for exchanging design information. 

The AUTOSAR alliance has among its members automobile OEMs and a supporting ecosystem of 
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Figure 1 
Separating application software from hardware.

The move to AUTOSAR can be used as a catalyst for change—
whether it’s an ECU that needs to be redesigned, or improvements 
required in the overall in-house design cycle. A move to an AU-
TOSAR methodology can be introduced alongside other process 
changes, such as a new tooling workflow, or adoption of improved 
safety standards to help with ISO26262 conformance. However 
the change is implemented, the first AUTOSAR-based ECU design 
project will take longer than the existing/legacy design process, 
as engineers become familiar with the new methods. The cost 
savings and efficiency benefits will follow later. It is also possible 
to migrate legacy ECU assets to AUTOSAR—using the concept of 
an “AUTOSAR wrapper,” in this way valuable existing and proven 
ECU application code can be reused. The AUTOSAR-enabling 
wrapper is capable of interfacing to other pure AUTOSAR ECUs.

At its heart, AUTOSAR provides a standard ECU interface 
definition, and allows an engineer to specify standardized reus-
able software layers and components that need to exist in every 
automotive ECU. The standard is hardware-independent, which 
means a clear line is drawn between the application software and 
hardware platform. The application developer can specify the 
details of individual vehicle functions in the application software 
without worrying about underlying software services and hard-
ware interfaces. In the past, software and hardware had been very 
tightly integrated, hindering portability and reuse (Figure 1).

Abstracting the design away from hardware decisions opens up 
a freedom for top-down design by the vehicle manufacturer/OEM 
based on the required functions of the vehicle. For this stage of 
the design process, the concept of a Virtual Function Bus (VFB) 
exists, which allows all the software ECUs to be interconnected 
and tested. In addition, by using a VFB, the application software 
components (SWCs) do not need to know about other application 
software components. The software components present their 
output to the supporting VFB, which passes the information to 
the input ports of the destination components. AUTOSAR defines 
the input and output ports as well as the format of information 
exchanged. This abstracted approach makes it possible to validate 
the interaction of all vehicle software functions and interfaces 

Figure 2 
Testing software components (SWCs) on 
a Virtual Function Bus (VFB).
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component and service providers. The goal of the alliance is to 
create and establish global open standards for automotive Elec-
trics & Electronics (E/E) architectures. The standard assists at 
the vehicle architecture level, allowing OEM network designers 
to design and manage the complex interaction of vehicle func-
tions, and also at the supplier level where details of individual 
ECUs interfaces need to be specified prior to manufacture.

Why Make the Switch to AUTOSAR?
A modern luxury vehicle can contain up to 100 ECUs ranging 

in function from simple sensor interfaces to complex infotain-
ment and telematics units. It would be high risk to move them 
all at once to an AUTOSAR methodology and standard, but there 
are wide ranging benefits for both OEMs and Tier 1 suppliers in 
making the transition. It is estimated that by 2020, all vehicles will 
have some AUTOSAR-based ECUs, so this standard cannot be 
ignored.

Some of the reasons and benefits for switching to AUTOSAR 
include:

•  Improved reuse of ECUs in new car platforms and 
architectures

•  Improved use of pre-validated and tested software 
components (representing vehicle functions)

•  Reduced testing and safety certification costs
•  Reduction in downstream design errors—an AUTOSAR 

methodology allows functions to be defined and verified at an 
architectural level

•  Reduction in overall hardware cost by improved network 
efficiency and capacity utilization

•  Reduced costs in overall network architecture analysis and 
design reviews

•  Improved communication between OEMs and Tier 1 
suppliers, by using a standardized digital exchange format 
(AUTOSAR XML or arxml)
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before defining underlying hardware. It is also much easier to 
make design changes while all functions are defined as software 
elements on a VFB (Figure 2). 

The VFB has no knowledge of how ECUs will later be distrib-
uted and interconnected in the real vehicle, but is a very useful 
testbench for the architectural design phase. Timing checks can 

TECHNOLOGY IN SYSTEMS AUTOMOTIVE SYSTEMS: SMART, CONNECTED AND SAFE

be carried out and the interfaces defined for all the signals in the 
vehicle.

Once the designer is satisfied with the individual functions, the 
functions are mapped or grouped together into specific hardware 
ECUs. AUTOSAR supports the process of mapping and grouping 
of software components (SWCs). A complex ECU may contain 
many SWCs, which can be organized hierarchically if necessary 
(Figure 3).

The AUTOSAR Run-Time Environment (RTE)

Each individual ECU has its own customized run-time envi-
ronment (RTE) implementation, which is normally automatical-
ly created by supporting design tools. The actual communication 
between real ECUs will be realized as part of a CAN or FlexRay 
bus, for example, and the RTE is configured by the generating tool 
to implement the communication paths required by its connected 
AUTOSAR components. The RTE becomes the “real-life” imple-
mentation of the communication and connectivity topologies from 
the VFB and architectural design process. Since the AUTOSAR 
standard supports many different types of software components, the 

Figure 3 
Assigning software functions into actual ECUs.
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Figure 4 
How the components fit together in a real ECU.
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RTE implementation must take into account the constraints and variations that a wide range of 
SWCs will introduce.

The Basic Software (BSW) is standardized software that does not contain vehicle applica-
tion logic and ECU functions, but offers hardware-dependent and hardware-independent 
services to the RTE that sits on top of it. Examples of the services needed are memory services 
(NVRAM Manager), network communication management services, diagnostic services and 
state management. When an AUTOSAR SWC defined in the application layer requests services, 
it is the task of the RTE to complete the mapping on an actual ECU. 

The RTE does not provide any mechanisms to access a service from a remote ECU, and this 
is not allowed by the AUTOSAR specification. All service requirements need to be fulfilled on 
the “local” ECU. The underlying operating system (OS or OSEK) that executes on the real ECU 
does not know about the concepts of AUTOSAR “runnables.” The operating system maintains a 
list of schedulable events that are under management of a scheduling algorithm.

The AUTOSAR layered software architecture decouples the application logic from the hard-
ware to facilitate reuse and portability. The RTE and operating system interface to the Micro-
controller Abstraction Layer (MCAL), which in turn provides access to the physical ports and 
devices on the host microcontroller. The MCAL is specific to each microcontroller and allows 
the operating system and BSW to have access to devices such as digital I/O, analog-to-digital 
conversion, FLASH and EEPROM support, etc. Figure 4 shows the relationship between the 
different hardware and software layers in an AUTOSAR ECU.

Enabling a New Methodology

With a top-down AUTOSAR design methodology, the automotive OEM can work with 
a complete model of the entire network. AUTOSAR design tools allow an individual ECU 
to be extracted, and the connectivity and interface information is defined in AUTOSAR 
XML (arxml). This interface definition can then be passed to a Tier 1 supplier for further 
detailing and implementation. Because the format is standardized, the same definition 
can be passed to several Tier 1s at the time of competitive tender. The standard descrip-
tion has the benefit of avoiding any design ambiguities in the ECU description, and as the 
AUTOSAR standard evolves, there is ever less room for misinterpretation. The standard 
is already hardware-independent so it is well placed to take advantage of new industry 
trends, such as Ethernet in the vehicle, mixed technology vehicle networks (CAN/Flex-
ray), heterogeneous multicore platforms and in-vehicle gateway arrangements.

Several commercial organizations, including Mentor Graphics, offer evaluation kits for 
AUTOSAR design. These kits cover both architectural designs down to the configuration 
of individual ECUs. Mentor Graphics also has its VSX tool suite, as well as ECU hardware 
development boards with CAN, FlexRay, LIN and Ethernet support. The tools are Eclipse-
based and make use of open source tool chains to take designs from source code through 
to run-time implementation. A low risk investigation and trial of AUTOSAR is preferable 
to a “big-bang” approach where ECUs in a vehicle are migrated all at once to an AUTO-
SAR methodology.

The AUTOSAR standard brings with it the opportunity for process improvement and 
component reuse, but also the challenge of learning a new ECU design process and tooling. 
The early adopters of AUTOSAR have been passing this knowledge into mainstream engi-
neering, and resources and production-ready tools are now widely available. The adoption 
of AUTOSAR is also helping organizations meet their requirements of functional safety 
standard ISO26262, as it provides for a repeatable, well-defined, top-down design process. 

Mentor Graphics 
Wilsonville, OR. 
(503) 685-7000 
www.mentor.com
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INDUSTRY WATCH SOLID STATE MEMORY ADVANCES

Multi-Level Cell SSDs 
perform in HPEC Rugged 
Environment
Cost, performance and reliability are often conflicting goals.

by Steve Gudknecht and Ken Grob, Elma Electronic

Because all solid state flash drive (SSD) products are not created equal—and because flash storage 
is practically a given for use in high performance embedded computing (HPEC) applications—sys-
tem designers should understand the critical tradeoffs between competing flash technologies when 
evaluating SSDs. 

The high data rates required in constantly evolving electronic systems require extremely reliable 
performance to ensure data integrity. With more systems being deployed in mobile and harsh envi-
ronments, operation across an extended temperature range is now more than ever a crucial factor. 
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•  High capacity – advantage: MLC at +40% in leading edge 
capacity

•  High bandwidth – advantage: SLC almost twofold
•  High endurance – advantage: SLC by a factor of 20
•  Low cost – advantage: MLC at 70% below SLC
•  Extended temperature operation – advantage: SLC at equal 

bandwidth

Market Need
Low price and higher drive capacities in MLC are attractive 

to cost-sensitive industrial and mil program designers who 

Advantage MLCCapacity

Bandwidth

Endurance

Cost

Extended Temp

Advantage MLC

Advantage SLC

Advantage SLC

Advantage SLC

Major enhancements in NAND flash controllers—the front 
end traffic cop of every SSD sold—can cost-effectively ensure 
the necessary performance in these harsher environments. Most 
commonly, the endurance and reliability required in end-user 
applications help dictate which storage technology is the most 
appropriate to use. Two well-known NAND flash storage tech-
nologies, single level cell (SLC) and multi-level cell (MLC), offer 
distinct advantages and tradeoffs depending upon a user’s needs.

Technology Differences: MLC vs. SLC
The difference between MLC and SLC is in the voltage level 

treatment and control within the cells. SLC stores a single bit in 
two binary states in each cell, while MLC stores two bits in four 
binary states in each cell. 

In either case, the binary states are determined by the differ-
entiation in charge levels on the floating gate. Advances in MLC 
technology are turning out 3- and 4-bit chips with eight and 16 
binary states per cell, respectively, that allows higher densities 
per unit area in MLC-based drives and hence higher capacities 
in a given drive form factor. 

The downside is that increasing the number of potential 
binary states within a cell reduces the delta between volt-
age thresholds, blurring the distinction between cell values, 
especially in the face of cell degradation over the life of the drive. 

At higher temperatures, cell degradation is accelerated, and 
this thinner cell value separation is why MLC flash is more 
susceptible to higher bit error rates at extended temperatures. 
Higher bit error rates push the need for controllers with tighter 
and more time-consuming error correction algorithms in MLC, 
leading to slower read/write rates compared to SLC. 

In a nutshell, many challenging embedded applications often 
demand conflicting requirements (Figure 1):

Figure 1 
Both MLC & SLC have distinct advantages, 
depending on the application needs.
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consider deploying them in harsh environments, where hot and 
cold extremes are common and endurance is paramount. 

In an age of ever-tightening budgets, economic viability must 
be achievable across platform designs and cannot be a barrier 
to implementation, but when SLC drives cost on the order of 2 
to 4 times that of equivalent capacity MLC drives, you can guess 
where the money wants to go. 

Lower MLC bandwidth issues can be addressed via improved 
flash controllers inside the drives, however it would seem that 
trouble will arise when low cost/high capacity requirements 
clash with high endurance/high temperature requirements. 
Looks can be deceiving and unlike the saying, “Get it good, 
fast and cheap…pick any two,” the need to compromise is fast 
diminishing as advanced SSD controller technology helps boost 
MLC performance. 

INDUSTRY WATCH SOLID STATE MEMORY ADVANCES

Extending MLC into the SLC Space 
Until recently, MLC flash was only recommended for use in 

commercial temperature environments where the top end ap-
proached only 70°C. Many military applications, as well as some 
industrial applications, call for rugged equipment to operate 
at temperatures up to 85°C. While SLC solutions are certainly 
able to address those applications from an environmental and 
operational standpoint, the sticking point has always been the 
entry price. 

Increased operational temperatures have the nasty habit 
of causing higher bit error rates and so SSD suppliers enlist 
a barrage of controller-based management features designed 
to mitigate if not eliminate the effects of bit errors. Major 
SSD manufacturers like Soligen, Memkor and others provide 
industrial temperature validated MLC drives. So advancements 
in NAND flash controllers have begun to close the MLC/SLC gap 
and SSD manufacturers, according to Mark Ayers of Soligen, 
are taking full advantage of that fact. Ayers notes that modern 
NAND controllers offer features such as (Figure 2):

•  Error correction code (ECC) recovery of up to 55 bits 
correctable per 512-byte sector

•  Unrecoverable read errors of less than 1 sector per 1017 bits 
read

•  ECC on all internal memory and end-to-end cyclic 
redundancy check (CRC) protection

•  Redundant NAND cell technology providing additional 
levels of data protection

•  Over-provisioning for enhanced drive life span 
•  Wear leveling for enhanced drive endurance and life span
As you can imagine, all of that ECC overhead takes its toll on 

bandwidth and is the reason why inherent MLC bandwidth at 
the chip level is about 30% lower compared to SLC. Help has 
arrived, however, in the form of more effective internal flash 
organization, including I/O lane multiplication and improved 
management processes resident in the controller firmware. 

These internal enhancements increase the number of read/
write operations per second and reduce the lower bandwidth 
issue for MLC. In real terms this simply means that, thanks 
to flash controller technology and internal architecture, a 2.5” 
SATA 3 drive will operate at the specified theoretical maximum 
bandwidth of 6 Gbit/s, regardless of whether it’s MLC or SLC. 
The same goes for all form factor drives. Taken in that absolute 
sense, MLC and SLC drives of identical form factor can be equal 

Example Storage Recorder Topology
OpenVPX, or VITA 65, supports HPEC recording and is built on VITA 46 using the multi-gig connector that supports differ-

ential signals such as SATA or SAS used in building storage arrays. 
An 8-channel OpenVPX RAID Controller (Figure 3) packages two 2 1/2” SSDs per 3U VPX card. Up to eight drives can be 

mounted across four slots. This array uses one drive controller/dual drive carrier card and three OpenVPX dual drive carrier 
cards. The current capacity is 8 Tbyte, and will soon be extended to 16 Tbyte as drive capacities increase. 

Typical data rates can reach as high as 380 Gbit/s, depending on other variables such as operating system and driver optimi-
zation, and the controller can operate successfully in -40° to +85°C environments. 

Figure 2 
Advancements in NAND flash controllers have 
lessened the performance gap between MLC 
& SLC.
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in bandwidth capability, even though their underlying cell tech-
nology is not the same. 

Many applications are well suited for MLC drive technology 
since the write/erase rate is inherently low. As the aggregate 
ingest bandwidth increases in today’s data gathering applica-
tions, the system back-end must respond. In platforms that 
must buffer, store or perform a combination of preprocessing 
and buffering, the system record rate is driven to increase and 
capacities must rise. 

According to Ayers, single mission data collection applica-
tions—where large blocks of sequential data are recorded at a 
single pass—are perfect environments for MLC drives. In many 
recording applications for video data, radar data and flight data 
logging, the data recording capacity exceeds the maximum single 
mission flight time. In these cases, the recorded data is erased 
after each mission download. MLC can safely provide many years 
of service in military and industrial environments depending on 
the traffic usage case. 

Modern MLC or SLC NAND-based SSDs have already achieved 
very good read and large block sequential write performance in 
these types of applications, according to Wieslaw Wojtczak, CTO 
of Memkor. The key focus for SSD manufacturers, comments 
Wojtczak, is to enhance small block random write performance by 
minimizing various latencies and in high speed multi-SSD RAID 
applications—by minimizing RAID response delays. 

According to Wojtczak, in addition to long used DRAM cach-
ing, the most efficient approach so far in enhancing SSD band-
width (MLC or SLC) is the use of overprovisioning. Overprovi-
sioning, in this case, sets aside as much as 20-30% of the drive 
capacity as a work space for smart data processing and allows 
flash management background processes, like garbage collec-
tion, to run more effectively. Flash storage uniquely mandates 
that all old data must be erased before new data can be written. 
Since the entire flash block is erased at one time, valid data must 
be separated from invalid and moved to another location, so 
the block with only invalid data can be erased. This is known as 
garbage collection.

This overhead write penalty is a key factor in “write amplifica-
tion” as it slows down write speeds and increases cell degradation. 
Smart data processing and optimized garbage collection routines 
allow increased performance, ensure performance stability over 
the usage of the SSD and decrease the write amplification factor. 
Overprovisioning is most important for enterprise class applica-
tions, where users access data at an extremely high rate with a 
high constant rate of random writes.

Endurance and drive life
Wider design and operating margins in SLC flash lead to higher 

reliability, better endurance and longer life when compared to 
MLC flash. Drive manufacturers specify endurance as the number 
of block level write/erase cycles allowed before errors rise to unac-
ceptable levels causing drive failures. SLC flash endurance stands 
at 10 to 20 times that of MLC. 

To address whether to use SLC or MLC, systems that rely on 
SSDs need a reliable method to alert users of the useful remaining 
drive life and then generate warning messages intended to trigger 
preventative maintenance. This process, known as self-monitor-
ing, analysis and reporting technology—or SMART—is an open 
standard algorithm that enables SSDs to continuously monitor cell 
wear and send an alert to the user of impending cell failures. 

To maximize drive life, wear leveling is employed. Wear leveling 
uniformly spreads writes over the entire physical array rather than 
continuously writing information to the same blocks. The control-
ler manages this by maintaining a virtual map of the flash surface 
that points to the ever changing physical locations. 

As blocks reach their endurance maximum, they are relegated 
to bad block status and no longer accessed. Wear leveling and 
SMART are key features when considering any type of flash, but 
are particularly important where MLC flash is concerned. 

Conclusion
Widespread adoption of MLC flash-based SSDs in military and 

industrial applications is being enabled by advancements in flash 
controller technology. Operation in extreme temperatures impos-
es performance demands that test the inherent limitations of MLC 
flash, as designers seek to take advantage of its low cost in these 
applications. Controller-based flash management technologies, 
like wear leveling, error correction, garbage collection, overprovi-
sioning and SMART, combine to make MLC flash a worthy con-
tender for usage in appropriate harsh environment applications. 

Elma Electronic 
Fremont, CA. 
(510) 656-3400 
www.elma.com

Figure 3 
Open VPX RAID controller.



40 | RTC Magazine OCTOBER 2014

PRODUCTS & TECHNOLOGY

RTC PRODUCT SHOWCASE

Networking Platform with Atom C2000 and  
Robust Security

A 1U rackmount hardware platform designed for network 
service applications supports the next generation Intel Atom 
Processor C2000 product family (codenamed Rangeley). The 
choice of three high performance, low-power SoCs yielding 
1.70, 2.0, and 2.40 GHz in dual- and quad-core packages is 
expandable to include other Atom C2000 processors with special 
orders. Robust security features include support for Intel AES 
New Instructions (Intel AES-NI), Intel QuickAssist Technology 
and Intel Streaming SIMD Extension (Intel SSE) for hardware 
accelerated data encryption and decryption. 

Intel QuickAssist technology provides hardware level 
cryptographic acceleration. Off-loading compute-intensive 
security tasks provides additional processing power for higher 
layer packet processing by the CPU. The PL-80610 from WIN 
Enterprises is ta suitable platform for system integrators (SI), 
electronic OEMs and software developers that provide network-
ing and network security solutions the Enterprise, SMBs, and 
remote/satellite offices. Typical applications include network 
intrusion prevention and detection, unified threat management 
(UTM), spyware control, and content filtering.

The PL-80610 supports Intel 22nm Atom C2000 processors 
(codename Rangeley and is OEM-customizable to support other 
Intel Atom C2000 processors, including 8-core packages.The 
platform supports four DDR3 1333/1600MHz unbuffered ECC 
or non-ECC DIMM sockets up to 16GB of memory. The device 
supports 2.5”/3.5” SATA 3.0 6Gbps hard drives and Compact-
Flash. A flexible 8 GbE to 15 GbE Ethernet ports are provided 
via PCIe on the front-panel. To prevent network problems 
during any unexpected shut downs, PL-80610 supports three 
segments of LAN bypass function through WDT and GPIO pin 
definitions. For local system management, maintenance and 
diagnostics; the front panel is equipped with dual USB 2.0 ports, 
one RJ-45 console port and LED indicators to monitor power 
and storage device activities. The PL-80610 has a PCIe X8 slot to 
support a range of Ethernet expansion modules.

WIN Enterprises North Andover, MA 
(978) 688-2000. www.win-ent.com

App Enables Remote Access of Modbus TCP I/O  
Modules

A new app brings the power of mobile connectivity to indus-
trial data acquisition and control. The free app Sealevel Modbus 
Connect  for iOS 7 and later from Sealevel Systems allows easy 
communication with Sealevel Modbus TCP compatible products 
including SeaI/O and eI/O modules. Use Sealevel Modbus Con-
nect to access the registers, coils and discretes of your Modbus 
device from your connected iPhone or iPad. The app includes 
low-level Modbus support that separates the hardware data 
acquisition layer from the software application layer, simplifying 
set up and configuration. 

Key product features include the ability to monitor and 
control Modbus TCP I/O from iPhone or iPad, the ability to 
graphically display I/O status and to easily Read and Write 
coils, discrete inputs, input registers and holding registers. In 
addition, the user can view Modbus TCP raw frames and send 
custom Modbus commands.

Plant engineers can use Sealevel Modbus Connect to monitor 
and control I/O remotely, saving time and decreasing down-
time. I/O status is displayed using easy to understand graphical 
screens that support both portrait and landscape orientations. 

The app is a powerful tool for design engineers and program-
mers developing Modbus applications. The in-depth access to 
Modbus operation quickly identifies errors that might otherwise 
require extensive troubleshooting. Users can easily send custom 
Modbus requests and access raw request and response frames. 
The app can even be used as an educational tool for anyone that 
wants to learn Modbus.

Sealevel Systems, Liberty SC. (864) 843-4343 
www.sealevel.com
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High Performance PXI Express Controller with 4th  
Gen Core i7

A high performance 3U PXI Express (PXIe) embedded con-
troller is equipped with the quad-core fourth generation Intel 
Core i7-4700EQ processor and operates at up to 3.4 GHz (in 
single-core Turbo Boost Mode). With four links x4 or two links 
x16 and x8 PCI Express Gen 2 link capability, up to 8 GByte/s of 
total system throughput and up to 16 GB of DDR3L 1600 MHz 
RAM, the PXIe-3985 is suitable for applications requiring inten-
sive data analysis or processing and high-speed data streaming, 
such as in wireless, radar, or RF testing environments. 

Based on PCI Express technology, the Adlink PXIe-3985 can 
offer four links x4 or two links x16 and x8 PXI Express link 
capability for interfacing with a PXI Express chassis backplane. 
When configured in this combination, with a high performance 
PXI Express chassis such as the Adlink 3U 18-slot PXES-2780 
chassis, maximum system throughput of up to 8 GByte/s is 
enabled, providing an effective solution for high bandwidth 
applications requiring intensive data analysis or processing and 
data streaming. In addition, the PXIe-3985 features up to 16 
GB of 1600 MHz DDR3L memory capacity, ideal for seamless 
execution in memory-intensive applications.

The Adlink PXIe-3985 provides versatile I/O capability, 
including dual DisplayPort connectors with 4K 2K support, dual 
GbE ports, GPIB, four USB 2.0 ports, dual hi-speed USB 3.0 
ports, and trigger I/O for advanced PXI trigger functions. Easy 
connection with external, standalone instruments or devices, 
and innovative designs—such as dual BIOS backup—reduce 
maintenance efforts, with fast and easy swapping of battery, 
storage device, and SODIMM modules to deliver high availabili-
ty in testing systems.

The PXIe-3985, supporting Windows 7 32/64-bit operating 
systems, provides optimal performance when installed in the 
Adlink 3U high capacity 18-slot PXES-2780 chassis or compact 
9-slot PXES-2590 chassis. These combinations offer an ideal 
operating environment for a wide variety of testing and mea-
surement applications.

IBASE Technology, Taipei, Taiwan,  
886-2-26557588  www.ibase.com.tw

3.6 GS/sec Rugged Portable RF/IF Signal Recorder
A rugged portable recorder, suitable for military and aerospace 

applications is equipped with a 3.6 GHz 12-bit A/D converter. The 
RTR 2729A from Pentek is capable of capturing an extremely wide 
band of signals in real time to disk. The user-programmable digital 
downconverter (DDC) allows the system to capture tunable IF 
signals with bandwidths up to 360 MHz continuously for over four 
hours. The RTR 2729A is based on a new packaging scheme that 
boasts a smaller package, lighter weight and faster data rates. 

The RTR 2729A uses a Pentek Virtex-7-based Onyx software 
radio board with a PCIe Gen. 3 engine to provide data streaming for 
the high-speed A/D converter. Coupled with a high-performance 
PCIe Gen. 3 SATA III RAID controller, the RTR 2729A is capable of 
streaming contiguous data to disk in real time at rates up to 4.8 GB/
sec, which is 2.4 times faster than the previous generation.

The RTR 2729A features a portable, lightweight housing mea-
suring only 16.0” W x 6.9” D x 13.0” H, weighing just less than 30 
pounds. This extremely rugged workstation is reinforced with shock 
absorbing rubber corners and an impact-resistant protective glass 
for its high resolution 17” LCD monitor. 

The hot-swappable Solid State Drive (SSD) array is available in 
7.6 TB and 15.3 TB configurations and supports RAID levels 0, 1, 
5, or 6. The SSDs are meticulously qualified by Pentek for opti-
mum use in rugged and portable applications. The hot swappable 
solid-state drives exhibit high immunity to shock and vibration for 
full operation in ground vehicles, ships and aircraft. Available I/O 
includes audio and VGA video, six USB 2.0 ports, two USB 3.0 ports 
and dual Gigabit Ethernet connections.

All Talon RTR Portable Recorders are built on a Windows 7 
Professional workstation with an Intel Core i7 processor and 
provide both a GUI (graphical user interface) and API (Application 
Programmer’s Interface) to control the system. Systems are fully 
supported with Pentek’s SystemFlow® software for system control 
and turn-key operation. The software provides a GUI with point-
and-click configuration management and can store custom config-
urations for single-click setup. The software also includes a virtual 
oscilloscope and signal analyzer to monitor signals before, during 
and after data collection. The Talon RTR Portable Recorders start at 
$74,995 USD. Delivery is 6-8 weeks ARO for all models.

Pentek, Upper Saddle River, NJ 
(201) 818-5900. www.pentek.com
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